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[bookmark: _Toc147477773][bookmark: _Toc147477783][bookmark: _Toc221361108]Introduction
This phase introduces a useful minimum of distributed metadata functionality. The purpose is primarily to ensure that efforts concentrate on clean code restructuring for DNE. The phase focuses on extensive testing to shake out bugs and oversights not only in the implementation but also in administrative procedures. DNE brings new usage patterns that must necessarily adapt to manage multiple metadata servers.

The Lustre namespace will be distributed by allowing directory entries to reference sub-directories on different metadata targets (MDTs).  Individual directories will remain bound to a single MDT, therefore metadata throughput on single directories will stay limited by single MDS performance, but metadata throughput aggregated over distributed directories will scale.

The creation of non-local subdirectories will initially be restricted to administrators with a Lustre-specific mkdir(lfs mkdir –i ) command.  This will ensure that administrators retain control over namespace distribution to guarantee performance isolation.
[bookmark: _Toc221361109]Test cases
The test cases for this project strive to ensure that lustre can work with multiple MDTs as we expected.

The test cases are divided into two areas:
1 – Normal Regression Testing of DNE.
2 – Active-active failover Testing.
3 -- Upgrade Testing
[bookmark: _Toc221361110]Normal Regression Testing
DNE had added all necessary test cases in lustre test scripts. So the full test suite must be run with multiple MDTs configuration.
1.  1MDS/1MDT (both ldiskfs and ZFS)
2.  1 MDS/2MDTs (both ldiskfs and ZFS)
3.  2 MDS/4MDTs (both ldiskfs and ZFS)
[bookmark: _Toc221361111]Active-active Failover Testing
Setup Active-active MDS failover Environment. It should include 2 MDSs, 2 OSS/4 OSTs, each MDS has one MDT, each OSS has 2 OSTs. Each MDS should be the standby Server of the MDT on the other MDS.
Testing process

1. Run mdsrate with –create  --mdtcount 2 and make sure the files is actually being created on both MDTs, and make sure the test will run at least 15 mins.
2. When the test is running,  shutdown 1 MDS, and the test should continue and no failures should happen.
3. After 5 minutes,  restart the MDS, the test should continue and no failures should happen. And also the load should be seen on both MDSs. 
Upgrade/Downgrade Testing
The test should include 2 MDSs(each MDS has 1 MDT), 3 clients and 2 OSS (each OSS has 1 OSTs) 
1. Format lustre with 1.8, start lustre with single MDS(MDS0) and run sanity it should pass.
2. Shutdown FS and upgrade MDS and OSSs to 2.4. And start lustre and run sanity, it should pass.
3. Reformat and mount another MDS(MDS1) and run sanity, it should pass.
4. Upgrade 2 clients to 2.4, and run sanity.sh and dne-sanity.sh with MDSCOUNT=2, it should pass. 
5. Create a remote directory, and access this remote directory on the old client, which is not being upgrade to 2.4, it should return –EIO here.
6. Create new directory on the MDS0, which is being upgraded, and copy all remote directories on MDS1 to the new directory on MDS0.  And shutdown the FS.
7. Downgrade 2 clients, MDS0 and 2 OSS to 2.3 and restart lustre, and run sanity.sh it should pass.

Quota limit should be check during upgrade as well, it should include 2 MDSs(each MDS has 1 MDT), 3 clients and 2 OSS (each OSS has 1 OSTs) 
1. Format lustre filesystem with 1.8 (MDS0), start lustre and set inode limit = 10 for User1. 
2. Create 5 files for user1.
3. Shutdown FS and upgrade MDS and OSS to 2.4, and reformat and add the new MDS(MDS1).
4. And create another 5 files for User1 on MDS1 and it should succeed.
5. And more files for User1, it should fail with –ENOQUOTA.
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