
 

Benchmark details 

Read/Write data stream by cat command 
 
 
 
Hardware info 
 

CPU Produce Cores and DIMMS Storage 

2 x Xeon E5 2620v3  Dell R430 4GB 2133MHz x8 3x intel DCS 3510 800G 

1 x Intel QuickAssist  Adapter 8950 
(QAT) 

  

 

 
 
 

 



 

 
Software info 
 

cat Cat /dev/shm/xxx > /tank/xx.xx 
My script will create a processes pool for limit process number 
32x means there are 16 processes in processes pool 

kernel 2.6.32-642.3.1.el6.x86_64 

ZOL 0.6.5.3-1 

QAT driver 1.6 

Sample file SRR622461_1.filt.fastq 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 

 
Compare with Write throughput & cpu usage & compression ratio 
 

 
 

 
  
 
 
 
 
 
 

 



 

 
Compare with Read throughput & cpu usage 
 

 

 

 

 

 

 

http://jsfiddle.net/L2577x6w/31/


 

ZFS write CPU usage 

 
 
 
 
 
 
 
 
 
 

 

http://jsfiddle.net/kk2vd73m/3/


 

ZFS read CPU usage 

 
 
 
 
 
 
 
 
 
 

 

http://jsfiddle.net/kk2vd73m/5/


 

ZFS throughput 

 
 

 
 
 
 
 
 
 
 
 

 

http://jsfiddle.net/0j1yeptp/12/


 

ZFS compression ratio 
 

 
 
 
 
 
 
 
 
 
 
 

 



 

No accelerator 

 
 
With accelerator 

 
 
 
 
 
 
 
 

 



 

In my opinion, The compression function could in some of cases: 
 

1. Atom/Xeon D cpu + Intel QuickAssist adapter = archive storage 
solution (posix/object) 

2. OpenZFS + SSD (space saving) + Intel QuickAssist adapter = High 
performance storage solution (eg: lustre,glusterfs,some of 
object storage base openzfs) 

3. Compress database(postgresql/mariadb/elasticsearch) 
 
A problem: 

1. It will increase network traffic 
 

 
 
 
 
 
 
 
 
 

 

 

https://mariadb.com/kb/en/mariadb/archive/
https://github.com/elastic/elasticsearch-net/issues/1209

